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a b s t r a c t

Latent semantic indexing (LSI) is a popular technique used in information retrieval (IR) applications.

This paper presents a novel evaluation strategy based on the use of image processing tools. The authors

evaluate the use of the discrete cosine transform (DCT) and Cohen Daubechies Feauveau 9/7 (CDF9/7)

wavelet transform as a preprocessing step for the singular value decomposition (SVD) step of the LSI

system. In addition, the effect of different threshold types on the search results is examined. The results

show that accuracy can be increased by applying both transforms as a preprocessing step, with better

performance for the hard-threshold function. The choice of the best threshold value is a key factor in the

transform process. This paper also describes the most effective structure for the database to facilitate

efficient searching in the LSI system.

& 2009 Elsevier B.V. All rights reserved.

1. Introduction

Over the last decade the volume of information available to
web, and other, users has increased dramatically; this is referred
to as the data explosion. Consequently, there is a need to provide
access to these data as efficiently as possible. Information retrieval
(IR) examines the process of extracting relevant information from
a dataset based on a user’s query [1]. Latent semantic indexing
(LSI) is a well-known technique used in IR. LSI has proved popular
in IR as the technique can cope with the problems and
inaccuracies associated with the fundamental problems of both
synonymy and polysemy [2]. Synonymy is the situation where
there are many ways to express a given concept, such as car and
automobile. Therefore the literal terms in a user’s query may not
match those of relevant documents. Polysemy refers to single
words that have more than one meaning, e.g. plane could refer to
an aeroplane, or a flat surface. The main assumption of LSI is that
this variation in word usage partly obscures the underlying
semantic structure of a document [2]. By comparing word usage
across documents, it has been found that certain sets of words
are often shared among many documents while being absent
in others, these words and the documents they share are

semantically close to each other, whereas those which share
fewer words are semantically distant [3]. Traditionally LSI is
implemented in several stages [2]. The first stage is to preprocess
the database of documents. This process includes removing all
punctuation and ‘stop words’ such as the, as, and, etc., those
without distinctive semantic meaning from a document. The
following step is the construction of a term document matrix
(TDM) which represents the relationship between the documents
in the database and the words that appear in them. A suitable
matrix decomposition algorithm is then used to decompose the
TDM. The original decomposition algorithm proposed by Berry et
al. [1], and by far the most widely used, is the singular value
decomposition (SVD) [4,5]. The decomposition is used to remove
noise (sparseness) from the matrix and reduce the dimensionality
of the TDM, in order to ascertain the semantic relationship among
terms and documents in an attempt to overcome the problems of
polysemy and synonymy. Finally, the document set is compared
with the query and the documents which are closest to the user’s
query are returned.

This paper presents a new approach to the LSI process based on
the use of image processing techniques. In particular, the effect of
using the discrete cosine transform (DCT) and Cohen Daubechies
Feauveau 9/7 (CDF9/7) wavelet transform as preprocessing steps
to the SVD is studied. Moreover, a comparison between the two
transforms, to test the performance over a range of threshold
values, is presented. This paper presents an investigation about
the features for the best structure of the TDM that have major
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impact on the search result returned. A range of parameters and
performance metrics including accuracy or precision (defined as
the number of relevant documents returned) and the threshold
values or dimensionsretained are used to evaluate the proposed
LSI system. The paper is organized as follows. Section 2 introduces
the existing work. The investigation method is presented in
Section 3. This gives an overview of the proposed LSI system and
the processes involved. Section 4 presents the results of the new
methods, which are evaluated by comparison with standard
baseline system. Moreover an understanding is achieved of the
important features for the best TDM structure. Concluding
remarks are given in Section 5.

2. Existing work

There is now a large body of research involving the area of LSI.
For example, research into the preprocessing stage looks at how to
determine what constitutes a ‘stop word’. The list devised by Fox
[5] has been widely accepted. A large amount of research has been
carried out into speeding up the LSI process at Telecordia [6] by
focusing on the calculation of the most computationally expensive
task, the SVD. Research has moved beyond the basics of the LSI
process. Several alternative decomposition algorithms to SVD
have also been suggested, including QR factorization [1] and semi-
discrete matrix decomposition (SDD) [7]. In unitary operators on
the document space [8] Hoenkamp shows that the decomposition
underlying LSI is an example of a unitary operator. Hoenkamp
proposed the use of the Haar wavelet transform (HWT) as an
alternative as this transpose shares the unitary property and has a
much reduced computational cost. This line of research showed
some promising initial results. Furthermore, the concept of
representing the TDM as a gray scale image was postulated. In
such a model the white dots in the image (non-zero values)
represent the keywords in the document sets. In addition, it has
been argued that using the HWT to remove noise from an image is
equivalent to using the HWT to remove lexical noise from the
TDM. However, this is theoretical work that needs to be proved in
practice.

There are several studies using LSI in tandem with other
techniques, such as neural nets [9] and document clustering [10].
In [9] the LSI technique was incorporated into a competition-
based neural network model. The results show that the new LSI
model outperformed the standard one and produced approxi-
mately 5.4% improvement in the precision–recall performance
over the standard model. As recent studies report that the SVD
algorithm strategy can be less effective for large non-homoge-
neous text collections [11], the clustering technique was used to
split the original TDM, which represents the database, into a
number of clusters and then performs the SVD on the clustered
datasets individually. The results reported in [10] show that the
accuracy of the LSI technique may be improved when retrieving
from clustered subsets, and the improvement from the clustered
SVD strategies is more on the less homogeneous database, while
on already highly homogeneous databases the additional cluster-
ing does not help very much. However, the number of clusters to
choose remains an unsolved problem which affects the perfor-
mance of a clustered SVD retrieval system.

Using the same technique as the previous work, but focussing
on the homogeneity of the subset databases, various distributed
implementations have been considered [12]. But this work
depends on the semantic heterogeneity of the original document
corpus and the degreeto which it can be successfully partitioned
into smaller and more conceptually homogeneous document sets.
Perhaps the most surprising applications of LSI research have
been in fields other than IR. SVD has been used with water-

marking algorithms to solve the problem of copyright protection
of multimedia documents [13]. The principles underlying LSI have
been applied to cross language retrieval [14]. Some have even
gone further; suggesting that LSI-based techniques may be able to
imbue machines with human-like learning capabilities [15,16]. In
[17] the use of both keywords and image features to represent
documents has been presented in order to improve the retrieval
performance. One of the most recent works has focussed on
dimension reduction in the LSI system [18]. Other researchers
have used LSI in the field of image retrieval [19,20].

3. The hybrid approach

This section presents the different components of the proposed
hybrid approach. To enable evaluation of the modified approach,
the proposed method has been tested to four sample databases.

3.1. Database description

In this research, the database contains sets of document titles
on which the search is performed. This section describes the
structure and the contents of the databases used in this work.

3.1.1. Database structure

Each of the databases used is held as a simple binary table in
Microsoft Access. The tables are in the form: ID, Title the ‘Title’
field holds the document title from which the keywords are
generated. The ‘ID’ field acts as a unique key for each entry in the
table, allowing documents to be referenced easily.

3.1.2. Database content

The documents used in the experiments are held as a set of
four databases. The Memos database is a very small database
consisting of nine Bellcore technical memos which is widely used
as a worked example in many papers dealing with LSI [1,2]. The
Memos database was constructed so that the first five documents
deal with human computer interaction and the other four are
related to data structures. Such a well defined structure has
proved useful for outlining the main principles behind LSI. We
have included this sample database in our study to provide a
baseline reference. The Cochrane database is a small database of
135 documents containing the titles of medical studies into drug
administration which is another commonly used test system in
the LSI literature. It can be found at the Cochrane website [21]. The
third is a larger dataset containing the titles of 658 electronic
books held by the Science Library at Queens University [22]. It has
been chosen for both the size and the good structure, as will be
explained later in this section. The final database is the Reuters-
21578 text categorization collection (TCC). It is the most widely
used test collection for text categorization research. The data were
originally collected and labeled by Carnegie Group, Inc. and
Reuters, Ltd. in the course of developing the CONSTRUE text
categorization system [23]. In common with other research
studies a smaller subset of approximately 1000 titles is used.
The actual test collection contains a considerable volume of
information, but for simplicity only the titles of the documents
have been used. It can be found at [23].

3.2. Document preprocessing description

The database-style document table needs to be converted to a
TDM. Before this can be achieved, preprocessing has to be carried
out on the document set. Punctuation and meaningless words
need to be removed, and the keywords necessary for construction
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have to be extracted [1]. A list that comprises all keywords in the
document set is obtained, along with a list of keywords and
phrases in each individual document. This stage is computation-
ally insignificant.

3.2.1. Memos database example

To illustrate the preprocessing step consider the Memos
database as example. The titles in the Memos database are:

Preprocessing produces the following set of unique keywords
(above in bold): fhuman; computer; interface; survey;user;
system; response; time;EPS; trees;graph;minorsg (Table 1).

3.3. Term document matrix

Once preprocessing is complete, the TDM is constructed from a
list of terms that characterizes the structure of all the documents
and the keyword list for each document that was generated in the
previous step. Each row of the matrix is assigned to a term, and
each column of the matrix is assigned to a document. The value
that appears in position ði; jÞ is the number of times that the
keyword assigned to the ith row appears in the document
assigned to the jth document. Most values in the matrix are
(therefore) zero, as only a subset of keywords appears in any given
document. It is interesting to see the relationship of terms across
documents. Words that appear only in one document are removed
as they add no information on this relationship. Similarly, words
that appear in all documents are also removed, as their ubiquity
renders them meaningless. These removals are achieved by
removing rows with only one non-zero value, and those where
less than two elements are zero. The TDM generated for the
Memos example is shown in Table 2.

Each column in the database can be considered as a vector
describing the document it represents, each row can be con-
sidered as a vector describing the term that it represents.
Documents are described in terms of the keywords that make
them up, and keywords are expressed in terms of the documents

they appear in. There is undoubtedly a great deal of redundancy in
this process, as illustrated by the sparseness of matrix. The LSI
process seeks to eliminate this redundancy by decomposing the
TDM and extracting only the most significant values.

3.4. Query vector

In order for searches to be carried out, queries have to be
represented in vector form also. This is achieved by the same
process that is used to convert documents into columns in the
TDM. Keywords are extracted from the query, and if a keyword
also appears in the document set then the number of times it
appears in the query is recorded using the same format as one
of the document vectors in the TDM. For example the
query ‘response time’ would be converted to the form
ð0;0;0;0;0;0;1;0;0;1;0;0Þ as ‘response’ corresponds to the se-
venth row of the TDM, and ‘time’ corresponds to the tenth row,
and each word appears once in the query. In effect, the query is a
pseudo-document.

3.5. Matrix decomposition and transformation

This subsection presents a number of decompositions which
will be used for the evaluation of the results obtained using our
proposed LSI system.

3.5.1. Singular value decomposition

A matrix M can be decomposed into an approximate, reduced
form as

M ¼ U�S�VT (1)

where U is the singular row vectors of M, S is a diagonal matrix
holding the singular values of M in ascending order and VT is the
transpose of the singular value column vectors of M [1,2,4].
The diagonal elements in S are stored in ascending order [1]. The
higher order values are larger and this means that they represent
more of the semantic content of M (Fig. 1). By contrast, the lower
order values are small and can be viewed as ‘lexical noise’ [8].

In Fig. 1, t is the number of terms in the TDM, d the number of
documents in the TDM, and r the rank of M.

At the heart of LSI is that the latent semantic structure of
the document set is identified by the matrix of diagonal values
(Fig. 2).

The original TDM can be approximated by multiplying the
three matrices U, S and V . However, if the lowest singular values of
S are discarded, then the TDM can be approximated by

Ma ¼ U�kS�kVT
k (2)

where kor, Ma is the approximated TDM, Uk the first k columns of
U, Sk the new matrix of singular values and VT

k the transpose of the
first k columns of V [1].

The resultant approximated matrix has the same dimensions
as the original TDM and represents the best k-rank approximation
of M in terms of the Frobenius norm and p-norm [24,25]. The
query can then be compared to each document in the new
approximated matrix. With ‘lexical noise’ removed, this should
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Table 1
Memo document set.

B1 Human computer interface for ABC computer applications

B2 A survey of user opinion of computer system response time
B3 The EPS user interface management system
B4 System and human system engineering testing of EPS
B5 Relation of user perceived response time to error measurement

B6 The generation of random, binary and ordered trees
B7 The intersection of paths in trees
B8 Graph minors IV: widths of trees and well-quasi ordering

B9 Graph minors: a survey

Table 2
TDM for Memos example.

B1 B2 B3 B4 B5 B6 B7 B8 B9

Computer 2 1 0 0 0 0 0 0 0

Eps 0 0 1 1 0 0 0 0 0

Graph 0 0 0 0 0 0 0 1 1

Human 1 0 0 1 0 0 0 0 0

Interface 1 0 1 0 0 0 0 0 0

Minors 0 0 0 0 0 0 0 1 1

Response 0 1 0 0 1 0 0 0 0

Survey 0 1 0 0 0 0 0 0 1

System 0 1 1 2 0 0 0 0 0

Time 0 1 0 0 1 0 0 0 0

Trees 0 0 0 0 0 1 1 1 0

User 0 1 1 0 1 0 0 0 0

M VT=

r x dt x rt x d

0

0
U

Sr x r

x x

Fig. 1. SVD decomposition of ðt � dÞ TDM.
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lead to improved results when the query is compared to the
approximated documents. However, the TDM is typically not fully
approximated. Instead, Cartesian co-ordinates for the documents
are generated by multiplying the first k singular values in S with
the first k columns of V (the transpose of VT). Similarly, co-
ordinates for the terms can be found by multiplying the first k

singular values in S with the first k columns of U [1,2]. This can
be used to achieve dimension reduction. For example if k ¼ 2, the
resultant document vectors are two-dimensional. In this case, the
vectors could be plotted on an axis to give a visual representation
of the position of the terms and documents relative to each other.
This visualization, for clustering of the documents, can help in
understanding why the LSI outperforms the traditional keyword
matching search techniques (Fig. 3).

In the latter case, the query must be converted to the same
space as the document vectors for useful comparison to be made.
This is achieved by using this equation

q ¼ queryvector�U�kSi
k (3)

where q is the new query vector, queryvector is the original query
vector, Uk is the first k columns of U, and Si

k is the inverse of the
new matrix of singular values. The approach adopted in this work
is to approximate the TDM and compare the documents in the
approximated TDM to the query.

3.5.2. Cohen Daubechies Feauveau 9/7 (CDF9/7)

The CDF9/7 is an effective biorthogonal wavelet, as wavelets
are capable of quickly capturing the essence of a data set with
only a small number of coefficients. Therefore, this wavelet is used
for signal approximation [26]. Signal approximation is the
problem of representing a signal with as few components as
possible. This is similar to lossy image compression. JPEG2000,
which is a wavelet-based image compression standard, uses the
CDF9/7 wavelet as a default wavelet for lossy compression [26].
The approach is used in many applications, e.g. face recognition
[27], and by the FBI for fingerprint compression [26]. JPEG2000
supersedes the original JPEG standard which uses DCT in the
compression. The JPEG2000 has not only improved compression
performance over JPEG but also added (or improved) features
such as scalability and editability, by decomposing the image into
a multiple resolution representation.

3.5.3. The DCT

The DCT is a transform from a different domain, and in the last
decade DCT has emerged as the de facto image transformation in

many image processing applications [28]. As in wavelets, the DCT
has the property that, for a typical image, most of the visually
significant information about the image is concentrated in just a
few coefficients of the DCT. For this reason, the DCT is often used
in image compression applications. For example, the DCT is used
in the standard lossy image compression algorithm JPEG [29],
which has been used in many applications such as watermarking
multimedia [30].

The two-dimensional transform of both CDF9/7 and DCT is
equivalent to a one-dimensional transform, in which a one-
dimensional transform is performed along a single dimension
followed by a one-dimensional transform along the second
dimension. In image processing, an image is transformed using
transform technique, and then a thresholding function, at a
certain threshold value, is applied to remove some unimportant
components from the image; the new image results when the
image is reconstructed after thresholding. The most common
thresholding functions are the hard-thresholding function and the
soft-thresholding function [31]. The hard-thresholding function
chooses all wavelet coefficients that are greater than the given
threshold l and sets the others to zero, as described in the
following equation:

f hðxÞ ¼
x if jxjXl
0 otherwise

�
(4)

The soft-thresholding function has a somewhat different rule from
the hard-thresholding function. It shrinks the wavelet coefficients
by l towards zero, as described in the following equation:

f sðxÞ ¼

x� l if xXl
0 if jxjol
xþ l if xp� l

8><
>: (5)

Both the hard- and soft-threshold functions [31] were tested and
the results of applying each thresholding model are presented
later in this paper.

For our present purposes, the TDM can be considered as a gray
scale image, usually a binary image (sparse TDM with 0, 1
probabilities). By applying the transform and a threshold to the
TDM, we can also remove ‘noise’ from our image, in this case we
argue that this represents the removal of lexical noise.

3.6. TDM analysis and lexical noise

In this approach image processing techniques are used for TDM
analysis. The first step involves representing the sparse TDM as a
binary image to visualize the noise in the TDM. Within this binary
representation of the TDM the occurrence of zeros represents the
presence of noise. Correspondingly, the significant data will be
represented by non-zero values. Fig. 4 shows the binary
representation of the TDM for the Memos database (it is possible
to view it, because of its small size), and Fig. 5 shows the image
generated by visualizing the TDM for the Memos database.

If the images are examined, the white dots represent the data.
When dots are close to each other, forming a cluster, it is possible,
by looking at appropriate columns and rows, to say that there is a
relationship between these documents because they contain the
same terms.

Although the ordering of TDM rows and columns would not
change the results, it is worth noting that visualizing the TDM as
an image enables large datasets to be examined and analyzed
more easily [32]. The distribution on the TDM, which can
be noticed easily on the visualized image, depends on the
structure, content and the size of the database. More investigation
on these issues is presented in the Results section.
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Fig. 3. Approximated TDM.
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Fig. 2. Diagonal matrix S. The inner boxes represent singular values.
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Candidates can be found in image processing applications,
which have similar aims as LSI, but under the guise of lossless and
lossy compression [8]. In this research some image processing
transforms have been suggested for testing in LSI. The choice of
such techniques can be explained by the following:

� One of the advantages of LSI is that it seems to remove (lexical)
noise from the TDM by dimension reduction. In SVD, dimen-
sion reduction is achieved by zeroing the smallest eigenvalues
in the diagonal matrix S.
� The analog for the transform is to zero the smallest

coefficients.
� In both cases this is interpreted as removing (lexical) noise.

As mentioned before the lossless and lossy compression techni-
ques have similar goals and mechanism as SVD in the LSI system.
Therefore, and in this work, the CDF9/7 and DCT have been chosen
as they have been used in the image compression standard
algorithms JPEG2000 and JPEG. Maybe there are other techniques
applicable, and would be suitable for future research.

3.7. (CDF9/7 and DCT)-SVD-based hybrid approach

As shown before, Hoenkamp proposed the use of the HWT as
an alternative for SVD in the LSI system. As part of this research,
this suggestion was investigated (the results are not presented
in the paper) to determine the viability and value of the approach.
The Haar transform does not fare well as a substitute for SVD
in the LSI process, as it is unable to produce any more results than
the standard model, it clearly fails as a straight substitute for SVD
in the LSI process.

How can this be explained? If we return to Hoenkamp’s
analogy of the TDM as a gray scale image, we can shed some light
on the process. In image processing, the HWT can be used to
reveal the structure of an image; different levels of resolution
show different features of an image: edge structure, background
detail, etc. If we consider the TDM as an image, then the same
rules must apply. The HWT must show the topology of the TDM.

The problem is that this structure is illusory. Consider the case
of four one-dimensional documents. They can be represented in a
TDM like this:

D1 D2 D3 D4

0 1 1 0

However, it is equally valid to arrange them in a different
order:

D3 D1 D2 D4

1 0 1 0

Both these cases represent the same document set, but have
different edge structure. A HWT of each produces different results.
Different information is removed when the threshold is applied;
the same query may produce different results.

Following on Hoenkamp’s work, we have chosen to exploit this
suggestion in different way, by including the HWT as a
preprocessing stage for the SVD. This is a feasible approach as it
is well known that the ordering of the TDM rows and columns
would not change the results [33,34]. Therefore, the effect of the
image processing transform on matrix decomposition and
approximation and the quality of results returned is broadly
studied.

A commonly used approach in image processing is to combine
different techniques in order to improve noise reduction. The
visualization of the TDM as a gray scale image invites a similar
technique. The system allows DCT and CDF9/7 techniques to be
combined with SVD, as shown in Fig. 6, to investigate their
combined effect on the TDM and the quality of the results.

4. Results and analysis

This section presents a number of experiments, in which a
range of searches are performed on the sample databases to
compare the basic LSI-SVD approach with the proposed hybrid
technique. (The standard SVD, when mentioned in the work,
refers to the standard LSI-SVD system.)

4.1. Metrics methodology

This section explains the methodologies used to generate the
results. Each column of the TDM represents a document in the
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original document set in vector form as shown in Table 3. This is
also true for the approximated TDM. The query is a row vector
constructed such that its transpose can be considered equivalent
to a document vector containing only the words that appear in the
query. In effect, the query is a pseudo-document. For example the
query ð0 1 0Þ is a three-dimensional row vector.

Each document vector in the approximated TDM can then be
compared to the query by calculating the cosine between them.
The cosine is calculated from the following equation:

cos y ¼
aT

j q

kaT
j kkqk

(6)

where aT
j is the transpose of the jth document vector in the

approximated matrix a, q is the query vector, kaT
j k is the modulus

of aT
j , kqk is the modulus of q.

The modulus is equivalent to the Euclidean norm:
kqk ¼

p
ðq2

1 þ q2
2 þ q2

3 þ � � � þ q2
n�1 þ q2

nÞ.
A cosine value of 1 means that both vectors exist in exactly the

same dimensional space. Below this value the vectors become
steadily less similar. In order to determine which documents are
similar enough to be returned in response to a user’s query, a
threshold of 0.5 is set which is usually selected by the most
researchers in this area. A suitable threshold value could be
determined based on certain heuristics and experiments, which
could be an interesting topic for future study [10,33].

Computation time is also an important factor when consider-
ing the performance of an algorithm. The system in this research
generates the time taken to perform a query by comparing the
time immediately before and after the query is performed.

4.2. Metrics used

There are several different measures for evaluating the
performance of IR systems. The most common properties that
are widely accepted by the research community are recall and
precision [34]. Precision is the fraction of the documents retrieved
that are relevant to the user’s query,

precision ¼
jfrelevant documentsg \ fretrieved documentsgj

jfretrieved documentsgj
(7)

and recall is the fraction of the documents that are relevant to the
query and successfully retrieved

recall ¼
jfrelevant documentsg \ fretrieved documentsgj

jfrelevant documentsgj
(8)

Both recall and precision are needed for measuring issues in the
IR. It is common to achieve recall of 100% by returning all relevant
documents in response to any query. Therefore recall alone is not
enough but one needs to measure the number of irrelevant
documents also, to measure the precision or accuracy of the
results returned. On the other hand, precision of 100% can also be
achieved in many cases by returning only relevant results, but
again, one needs to count all the relevant documents in the
database to measure the recall. As addressed by many researchers,
the SVD remains the best technique in terms of number of
documents returned, which indicates a high recall level. This work
will be focused on improving the accuracy of results returned.

In order to demonstrate the measures clearly, the graphs of the
search results in this and the next sections show two lines or
columns for each algorithm, the total number of documents
returned and the number of relevant documents returned, where
graphs show only one line or column for each algorithm, the total
number of documents returned is equal to the number of relevant
documents returned. The performance of each algorithm is
affected by user entered parameters, e.g. the rank ðkÞ value for

SVD, and the threshold value for image processing transforms.
Performance across a range of values is considered, with a heavy
emphasis on determining optimal values, i.e. which values that
give the best volume and accuracy of the returned results.

4.3. CDF9/7-SVD LSI

In this and the next section, a number of searches
are performed on the sample databases to compare the basic
LSI-SVD approach with the proposed hybrid technique.

� eBooks database: Searching for ‘plastics engineering’, ‘xml
transformations’, ‘health and safety’ and ‘advanced java
programming’.
In Fig. 7, for the first query, the CDF9/7-SVD outperforms the
standard approach by having a higher precision value. The
CDF9/7(soft)-SVD returns two extra unrelated results, while
the basic LSI returns seven. Both approaches have recall of
100%, while a precision value of 93% is indicated for the soft-
thresholding approach and a precision value of 80% for the
standard SVD. The CDF9/7(hard)-SVD returns only one less
relevant result and does not produce any irrelevant documents,
which results in precision of 100% and recall of 96%. At the
second query the CDF9/7(hard)-SVD approach returns one less
irrelevant result than the other approaches and obtains a
higher precision value, and thus performs better. All the
approaches have recall of 100%. For the third query, a lower
precision value is indicated for the standard method (71%), by
returning four unrelated extra documents. A precision of 100%
is achieved with the hard function-based new approach, by
returning only the relevant results with one less relevant
document resulting in a recall of 90%. The new method, with
the soft thresholding, failed in this query by returning only four
related results. For the last query, the new approach again
performs well in improving the precision action by removing
unrelated documents returned by the standard method. The
CDF9/7(hard)-SVD returns one more irrelevant documents
than the soft function. Precision values of 94% for the CDF9/
7(soft)-SVD, 89% for the CDF9/7(hard)-SVD and finally 72% for
the standard SVD are obtained. The three approaches achieve
recall values of 100%.
� Reuters database: Searching for ‘Japan’, ‘bank’, ‘money market’

and ‘sales tax’.
In Fig. 8, for the first query, the standard method produces poor
accuracy or precision, by returning 11 extra irrelevant docu-
ments with a precision of 67%. The new hybrid approach, with
the hard function, shows excellent performance and removes
the all irrelevant results while keeping all the relevant ones in
the database with recall and precision of 100%. The new
approach, with the soft function, also produces good results
and achieves precision of 100%, while one less relevant result is
returned which results in recall of 95%. The hybrid approach
clearly outperforms the standard method in the second query.
The standard SVD produces a relatively large volume of
irrelevant documents, while the CDF9/7(hard)-SVD returns
the same number of relevant results, with only extra three
irrelevant documents. Recall of 100% for both, precision of 57%
for the standard SVD and precision of 91% for the CDF9/
7(hard)-SVD are obtained. The CDF9/7(soft)-SVD performs well
and achieves precision of 93%, and produces a slightly lower
volume of relevant results achieving recall of 93%. On the third
query, the hybrid novel approach, with both thresholding
methods, keeps improving the accuracy of the results returned.
Although the CDF9/7(hard)-SVD and the standard SVD achieve
recall values of 100%, a precision value of 82% is achieved by
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the hard-thresholding function approach and a precision value
75% is achieved for the standard SVD. The CDF9/7(soft)-SVD
has precision of 100%, but at the same time produces one
related document less, resulting in a recall of 94%. The hybrid
approach with the soft-thresholding function failed in the last
search, by producing a low recall value of 44%. While the CDF9/
7(hard)-SVD remains powerful in obtaining higher accuracy
(precision) than the standard SVD.
And, as in most of the search queries, the CDF9/7(hard)-SVD
performs better than the CDF9/7(soft)-SVD in terms of recall
action.
� CDF9/7-SVD Analysis: The results show that, the hybrid method,

at a specific threshold value, can remove many irrelevant
documents returned by the standard LSI. Thus, the accuracy or
precision can be improved. The hybrid technique with the
hard-thresholding function shows some steadiness in all cases,
while some inconstancy can be noticed with the soft-
thresholding performance. The best threshold values vary
from database to database. Consequently a generic value for
the threshold cannot be determined at this line.

4.4. DCT-SVD LSI

� eBooks database: Searching for ‘plastics engineering’, ‘xml
transformations’, ‘health and safety’ and ‘advanced java
programming’.
In Fig. 9, in the first query, the hybrid technique performs very
well by removing unrelated results and achieving higher
precision. The DCT(hard)-SVD returns two less irrelevant
results than the standard method, resulting in precision of
85% and 80% for the standard SVD. The power of the new

technique is demonstrated clearly by the DCT(soft)-SVD in
removing seven unrelated documents and returning only the
relevant documents that were returned by the standard
method. This results in a precision value of 100%, which is a
considerable improvement over the standard method. All three
approaches obtain recall of 100%. Again in the second query,
the DCT(hard)-SVD approach returns 10 documents, all of
which are relevant, and the DCT(soft)-SVD returns one less
relevant result, generating a recall value of 91%. Both
approaches do not return any irrelevant result, achieving
precision of 100%. A precision value of 85% is obtained for the
standard SVD. In the third query, the standard method returns
four unrelated extra documents with a precision of 71%. The
new approach returns three documents with the hard function
method achieving a precision of 77%. The new method with the
soft thresholding failed in this query by returning only four
related results, resulting in a low recall value (40%). For the last
query, the DCT(hard)-SVD returns three less irrelevant docu-
ments than the standard SVD, and thus, values of precision 73%
and 84% are achieved for the standard SVD and DCT(hard)-SVD,
respectively. The soft function failed again by returning only
three documents all of which are related, which decreases the
recall value to less than 19%.
� Reuters database: Searching for ‘Japan’, ‘bank’, ‘money market’

and ‘sales tax’.
In the first query for the search in Fig. 10, the standard method
as shown before performs inefficiently in terms of precision. A
considerable volume of unrelated documents are retrieved,
generating a low value of precision (67%). Excellent results are
returned by the new hybrid approach with the hard function.
The new method returns all the relevant results in the
database and does not produce any irrelevant documents with
recall of 100% and precision of 100%. A less efficient
performance can be noticed by the new approach with the
soft-thresholding function. Although precision of 100% is
achieved, this method misses 10 related documents decreasing
the recall value to 55%. A strong performance is shown for the
DCT(hard)-SVD in the second query, as the method returns
20 irrelevant documents less than the standard SVD, with
recall of 100% and precision of 91%. As shown in the previous
section for this search, a considerable volume of irrelevant
documents are returned by the standard SVD, resulting in
precision of 53%. As in the previous query, the DCT(soft)-SVD
again performs less well than the hard one. All the documents
returned are relevant but it produces a lower volume of
relevant results, with a recall of 83% and precision of 100%. The
standard SVD in the third and fourth queries keeps showing a
lower level of accuracy for the results returned when
compared with the hybrid novel approach with the hard-
thresholding function. Both approaches have recall of 100%. A
lower number of relevant results is returned by DCT(soft)-SVD,
resulting in a lower recall value.
� DCT-SVD Analysis: Again the results for this hybrid technique

show that, the accuracy of the results returned has been
improved by applying a transform as preprocessing step for the
SVD in the LSI process. The hybrid technique with the hard-
thresholding function again performs better than the soft one.
As noticed in most of the cases, the DCT(soft)-SVD misses more
relevant results and as a result the recall value decreases.

4.5. DCT vs. CDF9/7

The results in the previous sections have shown that the CDF9/
7-SVD performs slightly better than the DCT-SVD in terms of both
accuracy (precision) and recall, in the searches that have been
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carried out at the best threshold values. The criteria for selecting
the best threshold value in the previous sections depend on
finding a common threshold value for all the queries in a given
database, for which we obtain the best results. This section
presents a comparison between the two transforms used in the
hybrid technique, to test performance over a range of threshold
values. The results in the previous sections show that, in many
cases, the hybrid methods with the hard-thresholding function
perform better than the soft one. Consequently, the thresholding
function used for the reminder of this investigation is the hard

function. (The threshold value 0 in the figures indicates that no
thresholding is used, which means the result presented at this
point refers to the standard SVD.)

Fig. 11 shows that, at small threshold values both methods
keep returning the same results, and as the threshold increases,
particulary at the threshold value 0.4, the CDF9/7-SVD returns one
document, while the DCT-SVD does not return any result. All the
results returned are relevant.

The results for the search query in Fig. 12 show that, at small
threshold values the results for the two approaches once again
remain the same as the standard SVD producing a number of
irrelevant documents. These threshold values do not remove the
small values in the TDM (noise) which represent the unrelated
results. A threshold value of 0.1 in both approaches removes some
irrelevant documents. However, the CDF9/7-SVD retrieves slightly
more irrelevant results than the DCT-SVD. While at the same time,
and for threshold value of 0.4, the CDF9/7-SVD keeps producing
all the relevant documents in the database with no irrelevant
results, and the DCT-SVD failed to retrieve any results. This failure
may be due to the fact that the coefficients for the DCT-SVD are
smaller and thus, the high threshold values remove important
information from the TDM.

For Fig. 13, and at threshold values in the range (0.01–0.08), the
CDF9/7-SVD returns slightly more results, but these results are
not relevant. Both methods return the same number of related
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documents. Again, at higher threshold values, in particular 0.2, the
CDF9/7-SVD keeps returning a good number of relevant docu-
ments, while the DCT-SVD returns no results and obviously fails at
this threshold value.

4.6. TDM modeling

This section presents different investigations for the LSI
system, more precisely on the TDM, and in addition provides a
simple illustration for the SVD algorithm at the decomposition
stage in the LSI process. A number of TDMs and query vectors,
with different structures and degrees of sparsity, are generated
and tested in the LSI system. The aim behind this analysis is to
study the effect of structure, degree of sparsity, distribution and
any other attributes of the TDM on the search results. With the
obvious goal of determining the best characteristics of TDM that
will give the best results.

The LSI search is carried out for the different random TDMs
which are presented in the following sections. A number of figures
for the TDMs and the queries are generated to present clear
illustrations.

� Example one: In this example a 15� 15 diagonal matrix, where
the diagonal elements are ones and non-diagonal elements are
zeros, is generated to test in the LSI system, a pseudo-query
vector is also created.
For Fig. 14, the results of the search always return one
document at different k-values for the SVD algorithm in the
LSI process, and it is the first document in the TDM.
At the decomposition step in the LSI system, the SVD
decomposes the TDM to three matrices, one of them the
diagonal matrix S, that holds the singular values of the original
TDM in ascending order, in order to apply the dimension
reduction on this matrix to remove the small singular values
which represent the noise. The same procedure is applied for
the above example, the TDM is diagonal matrix of ones, and it
is decomposed into three diagonal matrices. Since there is no
change to the TDM, the singular diagonal values of the S matrix
are still ones, and applying the dimension reduction at
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different k-values on the matrix will result in ignoring the
same diagonal values in the original TDM. Fig. 15 clarifies this
point.
This query will always return one document, that being the
first document in the TDM, which has a cosine value of one,
indicating an identical match with the query, it is also
important to note that no other cosine values are returned
above zero for the other documents. This occurs due to the
query having only one term, and since the matrix is diagonal,
the term will only appear in one document.
� Example two: The query vector is amended for this example by

adding another term at the bottom of the vector as shown in
Fig. 16.
In this example, and when the LSI is applied at different
k-values, only one document is returned which is the first in
the TDM.
The query intersects the TDM at the first and last documents,
and as mentioned before the TDM is diagonal and therefore the
S matrix is also diagonal, and so removing any elements from
the diagonal values results in removing the same diagonal
values in the original TDM. Thus, when the SVD is applied at
range of k-values (1–14), only the first document is returned,
because at this range of values the last document, which is
document number 15, is ignored. It is important to note that,
applying the LSI at k-value 15, which means no dimension
reduction occurs, returns two documents, the first and the last
documents in the TDM, which have a cosine value of 0.7071,
indicating high match with the query, since the query differs
from the both documents by one term.
The above two examples clearly show that, such TDM structure
does not support the LSI searching, since it represents very
poor database, that contains 15 documents each of which
consists of only one word. Bigger sizes of the same structure of
TDM have been tested and produce the same results.
� Example three: This and the next examples test other structures

of TDM, in order to determine more features of the efficient
databases.
For Fig. 17, no results are returned in this search at any of the
k-values. As shown in the figure, the TDM has only one column
of ones, which is the first, and zeros elsewhere, and the query
for this search contains one term and it is the first one. The
difference between the query and the first document in the
TDM is big, therefore the cosine value for this document is less
than 0.5, which is the threshold cosine value, all documents
not exceeding the threshold are not returned. Making changes

to the query by adding some terms results in improving the
similarity and increasing the cosine value between the query
and the first document in the TDM, consequently, and for more
than three terms the cosine value of this document exceeds
0.5, and the document is returned at the different k-values.
In the previous examples of TDM structure, the S diagonal
matrix was the same as the original TDM, which has diagonal
values of ones, therefore the stage of dimension reduction
affects the original TDM by eliminating some values. In this
example, and at the different k-values, the approximated TDM
remains the same as the original TDM with no change. Fig. 18
shows the S diagonal matrix of the TDM.
As shown, the S diagonal matrix contains only one non-zero
value and it is the first value, whereas all other diagonal values
are zeros. As a result and since the k-value for the SVD
algorithm must be at least one, the dimension reduction stage
at different k-values has no effect on the TDM.
� Example four: At Fig. 19 for this example, another column of

ones is added to the TDM, and the search is again applied for
the same query.
Again, the same scenario occurs as in the previous example,
but there is one more extra column of ones, which is the third
in the TDM, and no results return at the different k-values for
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Fig. 16. Diagonal TDM of 1’s and two terms query vector.
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this query. For this example as well and for more than three
terms, the cosine value of the two documents exceeds 0.5, and
documents one and three in the TDM are returned at the
different k-values. The S diagonal matrix for this TDM contains,
as in the previous example, a high value and it is the first value
of the diagonal, the second and the third values are very small
negative values, and all the other diagonal values are zeros. The
SVD at the small k-values (1, 2) has insignificant impact on the
TDM.
For example three and four, the TDM contains only one and
two columns of ones, respectively, this column represent a
document in the database, in other word, all the keywords in
the TDM appear only in these two documents. Such poor
structure of databases does not reflect accurate trends in the
LSI system, e.g. very bad distribution for the non-zero values in
the matrix (the appearance for the keywords in the documents
of the database), even though the volume of non-zero values in
the TDM according to the size of the matrix is good.

4.7. Analysis

In this research, the TDM is a two-dimensional array, with
most of the values being 0 or 1. So the high frequencies represent
important data or details, and deleting these data will affect
the structure of the TDM [35]. Whereas the low frequencies
(0’s values in a typical TDM) represent lexical noise. The DCT and
CDF9/7 transform the image by applying a forward transform.
Then a thresholding function is applied to remove the small values
from the TDM. As mentioned before, the small values are
interpreted as noise or reference to unrelated documents. Hence,
their removal should not have a negative effect on the results. The
new matrix can then be constructed by applying the inverse DCT
and CDF9/7. For the hybrid approaches CDF9/7-SVD and DCT-SVD,
the results show that by adding the transform as a preprocessing
step the precision is improved by approximately 29% and 25% for
the CDF9/7-SVD and DCT-SVD, respectively. Both hybrid ap-
proaches remove irrelevant documents, and in many cases return
the same number of relevant documents as the standard SVD
approach. The new methods use two thresholding functions to
threshold the TDM. The results indicate that the hard-threshold-
ing function shows more consistency and performs better than
the soft-thresholding function. In the investigation of both

transforms at different threshold values, the results show that at
the optimal threshold values the performance remain the same.
However, when the threshold value increases and becomes less
optimal the CDF9/7-SVD performs better. This means that the
high threshold values affect the DCT more than the CDF9/7. This
may be due to the fact that the values of the coefficients for CDF9/7
are slightly larger than the values for DCT.

In the other part of the investigations, random TDMs with
different structures and degree of sparsity were generated and
tested in the LSI system with some random query vectors, in order
to determine the mathematical description of the TDM structure
which gives the best search results. LSI attempts to compare the
conceptual meaning among documents rather than word alone,
by returning documents that are similar in meaning, even though
the keywords in the search query may not appear in the
document’s description. In order to achieve that, a good database
structure is needed, the sparsity (volume of non-zero values) and
good distribution in the TDM are very important attributes to
obtain a good structure of database that being support the LSI
searching. Database with more entries and longer document titles,
produce better search results and supports the use of the LSI
system.

5. Conclusions

A new hybrid modified approach to LSI for effective use in IR
has been presented in this paper. The results of the investigation
for different approaches show that, applying DCT and CDF9/7 as a
preprocessing step prior to the SVD in the LSI process shows good
results, the preprocessing step tends to remove irrelevant
documents from the documents returned, causing enhancement
on the accuracy of the results returned. It also offers the
possibility of other combined approaches. It is beneficial to note
that the precise action of the preprocessing step depends on the
value of k used for the SVD and the threshold value used in the
transform, but for most optimal cases the results show that
adding CDF9/7 and DCT as preprocessing improves the precision
of the documents returned. The investigations of the TDM
modeling show that, the LSI search results rise with larger
databases, and longer document descriptions increase the key-
words appearing in more than a couple of documents. In turn, this
will reduce the sparseness (lexical noise) in the TDM. Recent
works have been published on tensor and subspace methods
[36–38], which would form an excellent basis for future research,
as the work presented in this paper is strongly relevant to
subspace analysis.
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